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Abstract: Accurate academic grade forecasting is crucial for improving student 

outcomes and optimizing resource allocation in educational settings, but traditional 

methods often lack complexity. In this paper, we explore using various algorithms for 

predictive modeling to forecast academic grades. The primary goal is to identify the 

most effective algorithm for predicting student performance, which can assist educators 

and policymakers in making informed decisions. Algorithms such as Linear Regression 

(LR), Decision Trees (DT), Random Forest (RF), and Gradient Boosting Regression 

(GBR) were utilized to build the models. Each was assessed using metrics including 

training and testing scores, Mean Squared Error (MSE), Mean Absolute Error (MAE), 

Median Squared Error (MedSE), and R-squared (R²).The findings revealed that 

Gradient Boosting Regression (GBR) achieved the highest accuracy, with a training 

score of 0.999, a testing score of 0.96, an MSE of 0.5068, an MAE of 0.258, and an R² 

of 0.995. These results indicate that GBR surpasses the other models in predicting 

academic performance, offering a reliable tool for grade forecasting and supporting 

educational planning and intervention strategies. 

Keywords: Academic Grade Forecasting, Predictive Modeling, Educational Planning 

 الهدف وكان .الأكاديمية بالدرجات للتنبؤ التنبؤية للنمذجة مختلفة خوارزميات الورقة هذهض : تستعر المستخلص

 السياسات وصانعي المعلمين يساعد أن يمكن مما الطلاب، بأداء للتنبؤ فعالية الأكثر الخوارزمية تحديد هو الرئيسي

الخطي الانحدار مثل خوارزميات استخدام تم. مستنيرة قرارات اتخاذ في  (LR) القرار وأشجار ،  (DT)  اتيوالغا ،

(RF) العشوائية التدريجي التعزيز باستخدام والانحدار ،  (GBR) معايير باستخدام منها كل تقييم تم. النماذج لبناء 

المربع الخطأ متوسط والاختبار، ريبالتد درجات تشمل  (MSE) المطلق الخطأ متوسط ،  (MAE)  الخطأ متوسط ،

الوسيط المربع  (MedSE) التحديد ومعامل ،  (R²). التدريجي التعزيز باستخدام الانحدار أن النتائج كشفت  (GBR) 

 MAE ،990900 بمقدار MSE ،9900 الاختبار درجة ،99000 التدريب درجة كانت حيث دقة، أعلى حقق

و ،99200 بمقدار  R² أن إلى النتائج هذه تشير. 99000 بمقدار  GBR التنبؤ في الأخرى النماذج على يتفوق 

            . التعليمي والتدخل التخطيط استراتيجيات ودعم بالدرجات للتنبؤ موثوقة أداة يوفر مما الأكاديمي، بالأداء

                            التربوي التخطيط التنبؤية، النمذجة الأكاديمية، بالدرجات التنبؤ:  المفتاحية لكلماتا           

   

1.Introduction  

Forecasting academic grades using machine learning algorithms represents a 

transformative approach in education, offering predictive insights that can revolutionize 

student support and educational outcomes. Machine learning algorithms may predict 

future grades with amazing accuracy by examining a wide range of characteristics, 

including past academic achievement, attendance records, study habits, and even social 

elements. These algorithms can uncover subtle patterns and connections in student data, 

allowing educators to identify failing children early and apply targeted interventions to 

improve their academic performance. Through the proactive application of machine 
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learning, educational institutions can move beyond reactive tactics and adopt a 

preventative approach that promotes student progress and achievement [1-2]. Machine 

learning algorithms predict academic grades and provide a better understanding of the 

underlying elements that influence student performance. These models can unearth 

hidden insights that help educators customize their teaching approaches to effectively 

meet the needs of individual students by assessing a varied variety of data points such 

as student demographics, learning styles, and extracurricular activities. Furthermore, 

machine learning may help educators create individualized learning paths that guide 

students in receiving tailored support based on their individual strengths, limitations, 

and learning preferences. This data-driven strategy enables educators to make educated 

decisions that improve student engagement, motivation, and academic performance [3-

4]. Integrating machine learning in academic grade forecasting can revolutionize 

education by fostering a culture of data-driven decision-making and personalized 

student support. These algorithms predict future educational outcomes and enable 

educators to optimize resource allocation, refine curriculum design, and create targeted 

interventions that address specific student needs [21-23]. By harnessing the power of 

machine learning, educational institutions can move towards a more proactive, student-

centric approach to education, ensuring that each student receives the personalized 

attention and support necessary to thrive academically and reach their full potential [5]. 

The main objective of this paper is to develop the most effective algorithm for 

forecasting student achievement, which will help educators and policymakers make 

educated decisions. The models were built using LR, DT, RF, and GBR algorithms. 

Each was evaluated using training and testing scores, MSE, MAE, MedSE, and R² 

measures.GBR had the highest accuracy, with a training score of 0.999, a testing score 

of 0.96, an MSE of 0.5068, an MAE of 0.258, and an R² of 0.995. These findings show 

that GBR outperforms other models in predicting academic achievement, providing a 

dependable tool for grade predictions and aiding educational planning and intervention 

measures. 

The rest of this paper is organized as follows: Section 2 discusses related works and 

recent literature review. Section 3 provides the proposed framework for predicting 

student performance using artificial intelligence methods. Section 4 explores results and 

experiments. Section 5 provides a paper conclusion.  

2.Related Works 

In this section, we review the key related works relevant to literature which aims to 

apply machine learning methods in educational research to address existing gaps in the 

literature. This approach holds great significance for educational studies, allowing 

researchers to leverage high-dimensional data to tackle issues beyond the capabilities of 
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traditional statistical models and enhance prediction accuracy when dealing with 

complex datasets. Several relevant works suggest models, as illustrated in Table 1. H. 

Bai et al. [1] utilized machine learning with multiple procedures, incorporating the 

bootstrap resampling technique in random forest functions. This method was employed 

to assess the importance of predictors and determine the significance of variables in 

predicting students' final math grades (G3). The use of random forests provided 

robustness against overfitting and offered insights into variable importance, although it 

may be computationally intensive and less interpretable than simpler models. M. S. 

Croock et al. [2] proposed a method for preprocessing Educational Data Mining 

datasets and selecting features using a hybrid approach that combines filter and wrapper 

techniques. For filter-based feature selection, they used statistical analysis methods such 

as Pearson correlation and information gain. The wrapper method employed a neural 

network. This hybrid approach balances the computational efficiency of filter methods 

with the accuracy of wrapper methods, though it can be more complex to implement 

and interpret. A. Goodarzi et al. [3]developed two predictive models that identified 

family and study time as the most influential factors on students' academic success in 

mathematics and Portuguese language classes. These models provided actionable 

insights for educational interventions, highlighting key predictors of academic 

performance. However, the focus on specific subjects may limit the generalizability of 

the findings to other areas. S. T. Ahmed et al. [4] made a significant contribution by 

developing a new multi-objective decision tree called the Decisive Decision Tree 

(DDT), designed for feature selection and classification. This model achieved a high 

accuracy of 92%, demonstrating the effectiveness of multi-objective optimization in 

educational data mining. The DDT method enhances interpretability and accuracy, 

though the complexity of multi-objective optimization might pose challenges in 

implementation. Cem Özkurt [5]utilized interpretable artificial intelligence models, 

such as InterpretML, to analyze datasets. The study evaluated the results to understand 

the factors influencing student success. The use of interpretable AI models provides 

transparency and insights into the decision-making process, making it easier for 

educators to apply findings in practical settings. However, these models might sacrifice 

some predictive power for the sake of interpretability. These studies illustrate the 

diverse applications and methodologies of machine learning in educational research, 

each with its advantages and disadvantages in terms of accuracy, interpretability, and 

computational demands. 

Table 1: The state-of-the-art of related study work. 

Authors / 

Year 

Method Evaluation Measures 

(%) 

Limitation 
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H. Bai et al.[1]  

/2022 

Random 

Forst 

R2 =.0576       MAE2 

=3.623   

  

 

Used one type of 

machine learning 

model for analyzing 

educational data 
M. S. Croock 

et al.[2] /2019 

 

Neural 

network 

ACC= 0.92 Used all featured 

instead of selected a 

minimal subset of 

features with high 

predictive power. 

A. Goodarzi et 

al.[3] / 2024 

 

Random 

Forest 

R2=0.42         MAE2 

=5.36  
 

The dataset used is not 

extensive enough to 

improve predictions or 

identify unique 

influences on student 

performance across 

various academic 

subjects 

S. T. Ahmed et 

al. [4] 

/2020 

Decisive 

Decision 

Tree 

Acc =0.92 research and testing 

are needed to assess 

its scalability and 

effectiveness across 

diverse and more 

complex datasets. 

Cem Özkurt 

[5]/2024 

 

InterpretML Acc=0.742     Recall 
=0.888  
 
 

 

non-linear 

relationships between 

variables as 

effectively. 

Reduced predictive 

accuracy. 

 

3.Proposed Work  

In this section, we propose a predictive model to forecast academic grades, as shown in 

Figure 1, utilizing various algorithms: linear regression (LR), decision trees (DT), 

random forest (RF), and gradient boosting regression (GBR). Each algorithm offers 

distinct advantages in handling diverse data and relationships. The proposed 

methodology encompasses several key stages: 

3.1. Data Collection and Preprocessing 
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Data collection and preprocessing are crucial in developing a predictive model to 

forecast academic grades. These steps ensure the data is clean, relevant, and suitable for 

analysis, which is vital for building accurate and reliable models. The following 

subsections detail the main activities involved in these processes that are illustrated in 

Table 1.   

Table 2: The general description for data collection and preprocessing. 

Data Processing  Description 

Data Gathering Acquire a comprehensive dataset containing students' 

academic records, including previous grades, attendance, 

participation, demographic information, and other 

relevant attributes. 

Data Cleaning Address missing values, eliminate duplicates, and rectify 

any inconsistencies. 

Feature Engineering Develop new features from existing data to enhance 

predictive capability. This may involve creating 

interaction terms, polynomial features, and domain-

specific metrics. 

Data Splitting Divide the dataset into training, validation, and test sets 

to ensure unbiased evaluation. 

 

The following algorithm contributes uniquely to predicting academic performance, with 

Random Forest and Gradient Boosting Regression offering advanced methods for 

handling complex datasets and improving forecast precision that illustrate in Table2. 

Table 3: The used algorithms for predictive modeling using artificial intelligence 

algorithms to forecast academic grades. 

Algorithms Description 

Linear Regression Establishing a baseline performance using linear 

regression to identify linear relationships between input 

features and grades. 

 

Decision Trees Implementation of a decision tree to capture non-linear 

relationships and feature interactions. 

 

Random Forest Constructing a random forest model to improve 

prediction accuracy by averaging multiple decision trees, 
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thus reducing overfitting. 

 

Gradient Boosting 

Regression 

Applying gradient boosting to iteratively enhance 

performance by combining weak learners to minimize 

prediction errors. 

 

 

Training each model using the training dataset, employing techniques like cross-

validation to prevent overfitting with performing hyperparameter tuning using grid 

search or random search to identify optimal settings that enhance model performance 

[8-13]. 

 

Figure 1: Key Stages of the Proposed Methodology 

 4.Results and Experiments  

4.1 Data set description 

The applied dataset describes the final grades students obtained throughout their school 

year in the math course. G3 is the label or in this case the final grade while the other 

columns are the features or the inputs. 

The feature for the applied dataset is described in Table 3. 

 

Table 3. The applied dataset features. 

Feature Name Feature Type Feature description 

grade_status Boolean  The status of the student's school grade shows 

whether the student passed or failed. 

sex Boolean The gender of the student 

age Numeric The age of the student. 

Medu Numeric (1-

5) 

The level of education of the student's mother. 

Data Collection and 
Preprocessing 

2. Model 
Development 

3. Training and 
Hyperparameter 

Tuning 

4. Model Evaluation 



 

 

 =8 = 

 2025 برايرف - لسابعاالعدد  -لثالثاالمجلد 

 مجلة الذكاء الاصطناعي وأمن المعلومات   

Fedu Numeric (1-

5) 

The level of education of the student's father 

travel time Numeric  The duration of time the student spends 

traveling from home to school. 

Study time Numeric  The amount of time the student spends 

studying per week. 

failures Numeric  The count of failures the student has 

experienced. 

schoolsup Boolean This Boolean feature indicates whether the 

student receives additional support from the 

school. 

goout Numeric  The frequency of the student's outings with 

friends. 

Dalc Numeric  The student's alcohol consumption on 

weekdays. 

Walc Numeric  The student's alcohol consumption on 

weekends. 

health Numeric  The student's perceived health status 

absences Numeric  The number of school absences the student has 

had. 

internet_availability Boolean This Boolean feature indicates whether the 

student has internet access at home.  

 b_Pstatus Boolean The represents the cohabitation status of the 

student's parents, indicating whether they live 

together or are divorced. 

paid_classes Boolean This feature indicates whether the student 

takes additional paid classes 

educational_support, Boolean This feature indicates whether the student 

receives additional support from their family. 

G3 Numeric This target feature represents the total grade 

achieved by the student. 

 

4.2. Experimental analysis 

In this section, the performance for the applied algorithms is presented. For more 

accurate results, the data is first pre-processed [14-16]. The histogram after pre-

processing is shown in Figure 2.  The distribution plots in Figure 3 show the number of 

students passed in G1, G2, and G3 while the distribution plot with normal distribution is 

presented in Figure 4. For improving the education method in the schools, the 

percentage of students who failed and passed is estimated as shown as in Figure 5. 
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Figure 6 shows a boxplot that describes all the features in the dataset. Figure 7 depicts 

the heatmap correlation matrix, which identifies the most significant determinants of 

grade predictions. Several tests were undertaken to determine the performance of the 

proposed model on the dataset. The applied dataset was divided to 70% and 30% for the 

training and testing tasks, respectively [17-20]. From Table 3, it can be observed that 

the GBR achieved the best training score with 0.999, while the DT is the second best. 

On the other hand, the DT algorithm achieves the best testing score results with 0.991, 

while the LR achieves the second best. The results presented in Table 3 confirm that the 

LR algorithm achieves N/A, 5.643, 1.0305, and 0.8860 for MSE, MAE, MedSE, and R2 

Score, respectively. Also, the DT algorithm achieves 1.059, 0.314, 0.0001, and 0.990 

for the same metrics, while the GBR algorithm obtains 0.5068, 0.258, .00824, and 

0.995, respectively.  The results of the investigation show that the suggested model 

outperforms the DT algorithm in terms of testing scores. 

 

 

Figure 2: The histogram for the pre-processed data 
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Figure 3: The student grades distribution plot 

 

 

 Figure 4. distribution plot with normal distribution 

 

 

 

 

 

 

 

 

                                               Figure 5. the percentage of students failed and passed 
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Figure 6. The Boxplot for features 

The superior performance of the GBR model can be attributed to its ability to handle 

complex data structures and interactions between variables. Unlike traditional methods 

such as Linear Regression, which assumes linear relationships between variables, GBR 

leverages multiple weak learners to improve predictive accuracy iteratively. This 

iterative process helps capture non-linear patterns in the data, leading to more precise 

grade predictions.The high R-squared value (0.995) indicates that the GBR model 

explains nearly all the variability in the academic grades, showcasing its robustness and 

reliability. The low values of MSE and MAE further underscore the model's precision 

in minimizing prediction errors, making it a valuable tool for educators and 

policymakers. 
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Figure 7. A correlated heatmap matrices for the dataset's parameters 

                                                      Table 4. The experimental results using the mentioned 

algorithms. 

Algorithm  Training 

Score 

Testing 

Score  

MSE MAE MedSE R2 Score  

LR 0.974 0.970 N/A 5.643 1.0305 0.8860 

DT 0.997 0.991 1.059 0.314 0.0001 0.990 

RF 0.996 0.961 2.080 0.355 0.0922 0.981 

GBR 0.999 0.96 0.5068 0.258 

 

.00824 0.995 

 

5. Conclusion and Discussion  

This study aimed to enhance the accuracy of academic grade forecasting by employing 

advanced predictive modeling techniques. We evaluated the performance of Linear 

Regression (LR), Decision Trees (DT), Random Forest (RF), and Gradient Boosting 

Regression (GBR) to determine the most effective algorithm for predicting student 

performance. Our findings demonstrate that Gradient Boosting Regression (GBR) 

outperforms the other models across all metrics, achieving a training score of 0.999, a 

testing score of 0.96, an MSE of 0.5068, an MAE of 0.258, and an R² of 0.995.  While 

the results of this study are promising, there are some limitations to consider. The 

dataset used for model training and testing may not capture all the nuances of student 

performance, such as socio-economic factors, psychological aspects, and extracurricular 

activities. Future research could incorporate a more diverse set of features to improve 

the model's generalizability. Additionally, while GBR showed the highest accuracy in 

this study, it is essential to validate these findings across different educational contexts 

and datasets. Comparative studies involving other advanced algorithms, such as neural 

networks or support vector machines, could provide further insights into the most 

effective approaches for academic grade forecasting. 
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